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Abstract—Tax evasion detection plays a crucial role in reducing
tax revenue loss and many efforts have been made to develop
detection models based on machine learning techniques. To train
an effective model to detect tax evaders, a large amount of
data is required, especially sufficient labeled data. However,
the expensive and time-consuming annotation process results in
small amount of labeled data being available, which makes the
development of detection models difficult. To address this issue,
we propose a tax evasion detection method based on positive and
unlabeled learning (TEDM-PU), to identify tax evasion by utiliz-
ing limited annotated tax evasion taxpayers and a large amount
of unlabeled data. The TEDM-PU framework consists of three
stages: a preprocessing stage extracting taxpayer features based
on random forest, a pseudo labeling stage assigning pseudo labels
to unlabeled samples based on PUAdapter, and a model training
stage based on LightGBM method. To evaluate the effectiveness
of our proposed TEDM-PU, we conduct experimental tests on
real-world tax data. The results demonstrate that TEDM-PU
method can detect tax evaders with higher accuracy and better
interpretability than state-of-the-art methods.

Index Terms—tax evasion detection, PU learning, interpretabil-
ity

I. INTRODUCTION

Tax is one of the most important types of fiscal revenue,
and with which the government can regulate the allocation
of financial resources and the distribution of national incomes
[1]. However, in order to retain more profits, many companies
adopted illegal means to evade taxes, such as reducing taxable
income and transferring assets [2]. Especially in recent years,
tax evasion methods have become more diverse and covert.
Some companies use advanced facilities, accounting methods,
and human factors to evade taxation inspections [10], which
makes auditing work more difficult. These tax evasions can
cause massive tax loss in national fiscal revenue. For instance,
the State Taxation Administration of China reported that the
tax revenue loss in China accounted for 9.99% of its gross
national product in 2013 [1].

In order to detect tax evasion, a large number of methods

have been used and studied, including the following three type-
s: manual case selection, whistle-blowing-based case selection,
and computer-based case selection [2]. The manual case selec-
tion and whistle-blowing-based case selection methods mainly
rely on the personal experience of tax experts to identify
suspicious tax evaders from tax data, which cannot meet the
demand of tax detection in large-scale tax data. Therefore, the
computer-based case selection methods are being widely used
in recently studies and tax evasion detection systems [2]. The
computer-based case selection extracts evasion-related features
from historical data and trains tax evasion detection model
based on machine learning methods, which can be considered
a semi-automatic and labor-saving method [10].

However, due to the complexity of tax data and the lack
of tax experts, the data annotation in the tax domain is very
expensive and time consuming. For example, the number of
annual tax-related business records has exceeded 1 billion, and
the daily peak of these records is up to 10 million in China
[10]. Given limited staff resources and such huge amount of
tax data, the number of tax evaders that tax experts can iden-
tified is very limited. As a result, there is no sufficient labeled
tax data available for training an effective detection mode,
which limits the use of the computer-based case selection
method in real productive environments. Therefore, how to
construct a unified tax evasion detection model with a small
amount of tax evader data and a large amount of unlabeled
data remains a pressing issue.

To address this issue, we apply positive and unlabeled learn-
ing (PU Learning) method [5] to utilize the large amount of
unlabeled tax data in the tax evasion detection. PU learning is a
semisupervised binary classification model that trains a binary
classifier through positive samples and unlabeled samples. The
goal of PU learning is the same as general binary classification:
to learn a model that is able to distinguish between positive and
negative samples. PU learning reduced the need for annotated
data and solved the problem of data imbalance. It has been



widely applied in disease gene identification [6], knowledge
base construction [7], text classification [8] [9], etc.

However, there are three challenges when applying PU
learning to tax evasion detection.

First, to the best of our knowledge, there are no studies
on tax evasion detection based on PU learning. Few works
have explored how PU learning can be used in tax evasion
detection. Current studies about PU learning are difficult to
directly apply to tax evasion detection due to the high accuracy
and interpretability requirements in the field of taxation.

Second, as presented by Tian et al. [2], the results of
machine learning-based methods are not explainable and
counterintuitive. Almost all machine learning models and PU
learning methods are black box models due to the feature
mapping operation, which is vulnerable to security attacks
[4] [5] [6]. Making the model interpretable is an important
issue for developing a robust and stable tax evasion detection
system.

Third, due to the complexity of tax data, the number of
tagged tax evaders is very small. This small number of tax
evaders is also manually labeled by tax experts and is not
entirely correct, which leads to difficulties in the PU learning
process.

To address the above challenges, we propose A Tax Evasion
Detection Method Based on Positive and Unlabeled Learning
(TEDM-PU) method for tax evasion detection task in positive
and unlabeled tax data, which consists of three stages: 1)
a preprocessing stage extracting taxpayer features based on
random forest method [37], 2) a pseudo labeling stage assign-
ing pseudo labels to unlabeled samples based on PUAdapter
[11], and 3) a model training stage based on LightGBM [12]
method. Specifically, a random forest classifier is used to select
the most useful information from the feature space. PUAdapter
is a PU learning method, that ensures TEDM-PU can identify
reliable positive and negative samples from unlabeled samples.
We use a feedforward artificial neural network (ANN) [13]
that consists of three layers of nodes; each node is a neuron
that uses a nonlinear activation function, that classify data that
PUAdapter cannot clearly distinguish. LightGBM supports the
interpretability and accuracy of the TEDM-PU. Therefore, the
TEDM-PU can provide an effective and explainable model for
tax evasion detection task in positive and unlabeled tax data.

To evaluate the effectiveness of the TEDM-PU, we conduct
experiments on real world tax dataset collected from local
taxation administration. The results show that the TEDM-
PU can detect tax evaders with higher accuracy and better
interpretability than state-of-the-art methods

The main contributions of this paper can be summarized as
follows:
• We propose a new tax evasion detection method by

considering real tax data that only include a small amount
of tax evaders and a large amount of unlabeled data and
the interpretability of the derivation results.

• We propose a novel tax evasion detection method, namely
TEDM-PU, which integrates PUAdapter, ANN and Light-
GBM to detect tax evasion in large-scale tax data.

• We justify the performance of the TEDM-PU through
comparison with existing work based on a large real-
world dataset . The results show that the TEDM-PU can
greatly improve the accuracy of tax evasion detection and
provide better interpretability than existing work.

The remainder of the paper is organized as follows. Section
2 provides a brief review on related work. In Section 3, we
formulate the problem and lists key notations. We propose the
TEDM-PU framework and its details in Section 4. We describe
the experimental results and provide analysis and discussions
in Section 5. Finally, a conclusion is presented in the last
section.

II. RELATED WORK

In this section, we briefly review the related work on tax
evasion detection and PU learning methods.

A. Tax Evasion Detection Methods

Many novel techniques for detecting financial fraud have
been proposed in the literature. The current auditing methods
used by tax authorities include: manual case selection, whistle-
blowing-based selection and computer-based case selection
methods. Manual case selection and report-based selection
methods rely on the experience of tax auditors and are time-
consuming and labor-intensive. Therefore, computer-based
case selection methods are the most effective method used
by tax authorities to detect tax evasion.

Existing machine learning-based tax evasion detection
methods include association analysis [14], cluster analysis [15]
[16] [17] [18], classification [19] [20] [21] [22], simulation
[23] [24] [25], reinforcement learning [26] [27] and transfer
learning [10]. For example, Liu et al. [17] used hierarchical
clustering in tax inspection case selection based on seven
financial indexes. Wu et al. [14] employed association rules
to a value-added tax database to uncover patterns and re-
lationships among attributes that are useful for identifying
tax evasions. Chen and Cheng [19] proposed a hybrid model
that combines a Delphi method and a rough set classifier to
classify vehicle license tax payment. Abe et al. [26] developed
a constrained Markov decision process-based approach to
the problem of optimally tax management, general debt, and
collections processes at financial institutions. Zhu et al. [10]
used transfer learning to construct an evasion detection model
for a region with the help of auxiliary data from another region.

However, there are two main problems of machine learning-
based tax evasion detection methods. First, they use statistical
techniques to identify whether a taxpayer has evaded taxes
and require a set of manually labeled data contributed by
auditors. Because data annotations in the tax field are very
time consuming, there are very few labeled data. Second, it is
difficult to explain and trace the results obtained by applying
these models.

B. PU Learning Methods

PU learning methods can be divided into the following
three categories: two-step techniques [29] [30] [31], biased



learning [32] [33] [34] and class prior incorporation [11]
[35] [36]. The two-step technique consists of two steps: 1)
identifying reliable negative examples, and 2) learning based
on the labeled positives and reliable negatives. Biased learning
considers PU data as fully labeled data with class label
noise for the negative class. Class prior incorporation modifies
standard learning methods by applying the mathematics from
the SCAR assumption directly, using the provided class prior.
Our method is related to class prior incorporation PU learning.
The motivation is that: class prior incorporation PU learning
avoids tuning the weights, classifies positive and unlabeled
data very well, preserves the original tax features and enhance
the interpretability of the tax evasion detection model.

PUAdapter [11] is the most classic method used to solve the
PU learning problem through class prior incorporation. It uses
the ”completely random selection” assumption to construct a
high-quality classification model for positive and unlabeled
data. R. Kiryo et al. [41] noted that it might lead to unbiased
risk estimators if we unrealistically assume that the class-
posterior probability is one for all positive data. Hence R.
Kiryo et al. proposed a method named nnPU [41] to address
this limitation. However, class prior incorporation PU learning
works poorly when the positive instance size is small because
it needs to calculate the a priori value with positive instances.

Regarding the PU learning problem, the aim is to build
an accurate binary classifier without the need to collect neg-
ative examples for training. A two-step [30] approach is a
solution for the PU learning problem that consists of two
steps: (1) identifying a set of reliable negative documents,
and (2) building a classifier iteratively. F. Mordelet et al. [39]
propose a new method for PU learning with a conceptually
simple implementation based on bootstrap aggregating (bag-
ging) techniques. The algorithm iteratively trains many binary
classifiers to discriminate the known positive examples from
random subsamples of the unlabeled set, and averages their
predictions. However these methods need to constantly adjust
the weights.

Although these techniques have been applied and examined
in different domains, studies on tax evasion detection based on
PU learning are lacking. We construct a tax evasion detection
model by applying PU learning, using a small list of tax
evaders and a large amount of unlabeled tax audit data. Based
on our survey, no study has assessed how to use PU learning
to solve the problem of insufficient data in tax audits to date.

III. PROBLEM STATEMENT AND NOTATIONS

In this paper, taxpayers who evade taxes are treated as
positive samples, and normal taxpayers are treated as negative
samples. We focus on three main problems that are widespread
in tax evasion detection. (i) how to build an accurate tax
evasion detection model for tax data with only a small number
of positive training samples and a large number of unlabeled
training samples, (ii) how to solve the problem that there
are some errors labels in the labeled positive samples, and
(iii) how to induce interpretability in a tax evasion detection
model?

To address the above challenges, this paper propose a Tax
Evasion Detection Method Based on Positive and Unlabeled
Learning. We calculate the probability value that each sample
belongs to the positive sample using PUAdapter. Then, each
sample is given a pseudo label using thresholds h1,h2 and
ANN. Finally, a tax evasion detection model is built with
source data and pseudo labels. We combine PU learning with
an interpretable classifier to induce interpretability in the tax
evasion detection model.

Next, we provide some notations and definitions.
We denote the tax data set as X . Here P = {x1, ..., xm} ⊂

X with a positive label, and U = {x1, ..., xn} ⊂ X without
any labels. Let y ∈ {−1, 1} be a binary label, where y =
1 represents taxpayer tax evasion and y = −1 represents a
normal taxpayer. Let s = 1 if the sample x is labeled, and
let s = 0 if x is unlabeled. Only positive sample are labeled.
Thus, y = 1 is certain when s = 1, but when s = 0. Then
either y = 1 or y = −1 may be true. Our target is to use P
and U to learn a tax evasion detection model f : x→ y.

We summarize the notations used in the paper in Table I.

TABLE I
NOTATIONS USED

Variable Description

X Tax Audit DataSet
Y Label set of X
S A set of indicator variables for samples to be labeled
x A set of vectors of attributes of samples
y Label of the x
s Indicator variable for an samples to be labeled
P Positive data set
U Unlabeled data set
n Number of instances in the positive data set
m Number of instances in the unlabeled data set
qj jth term in the feature space

IV. PROPOSED SCHEME
In this section, we describe the framework of the TEDM-

PU, the details of our method, and the TEDM-PU procedure.

A. Framework of the TEDM-PU
The TEDM-PU is a novel tax evasion detection method

based on PU learning, which aims to construct an evasion
detection model for tax data with only a small number of
positive and a large number of unlabeled samples. It provides
a unified framework and builds interpretable classifiers to
handle tax evasion detection problems with only positive and
unlabeled samples.

The framework of the TEDM-PU is shown in Figure 1 and
is composed of three main stages.

In the preprocessing stage, the tax audit dataset consists of
a small number of positive and a large number of unlabeled
samples. They are both high-dimensional semi-structured data
sets. Therefore, preprocessing is required for tax data, in-
cluding filling in missing values, reducing feature dimensions
and extracting features from sequence data. A random forest
method [37] is adopted to automatically select the features
associated with tax evasion.
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Fig. 1. The framework of the proposed TEDM-PU

In the pseudo labeling stage, the PUAdapter is used to
predict the probability that the data belongs to the positive
sample. Since the number of positive samples is very small,
the effect of the PUAdapter will decrease. To ensure the
accuracy of the model in the case of a few positive samples, we
divide the data into reliable positive samples, reliable negative
samples, and unreliable data according to the probability
values. The unreliable samples include data that cannot be
clearly distinguished by the PUAdapter, and ANN is used to
give pseudo labels for unreliable samples. Finally, each sample
has a pseudo label.

In the model training stage, we use the source tax data and
pseudo-labels to generate a tax evasion detection model by
applying LightGBM classifier.

B. The TEDM-PU Specific Process

1) Preprocessing Stage:
There are two categories of taxpayer features: static infor-

mation and dynamic information. Static information indicates
the properties of the taxpayer, such as the registered capital,
number of employees, and age of the legal representative. Dy-
namic information includes time-series data in the process of
interacting with other taxpayers, such as transaction amounts,
transaction taxes, and billing days.

In general, tax databases have many features in China. How-
ever, not all these features are helpful for evasion detection. In
fact, few features would be helpful for tax evasion detection.
Therefore, we adopt a random forest classifier to calculate
the feature importance based on source data to select the
most useful information from the feature space. In the random
forest, we use a Gini index [38] to present the importance of
features in each decision tree:

Gini (D, qj) =

(
1−

nc∑
i=1

p2Di

)
−

V∑
v=1

|Dv|
|D|

(
1−

nc∑
i=1

p2Dv
i

)
(1)

where nc denotes the number of classes, V denotes the set
of all possible values for the feature qj and pDi

is the ratio of
the jth class in data D. The Gini index reflects the probability
of an inconsistent category when selecting two samples from
the dataset randomly. Then, we calculate the Gini Importance
(GI) for each feature qj as follows:

GI =

n∑
i=1

C(i)

|D|
Gini (qj) (2)

where n denotes the number of times a feature splits nodes
in the random forest and C(i) denotes the number of sample
qj splits. Finally, we select 200 features with the highest GI
for tax evasion detection.

2) Pseudo labeling stage:
To train the tax evasion detection model, we need to identify

positive and negative samples from positive and unlabeled
data. We use the PUAdapter [11] to calculate the probability
that each sample belongs to a positive samples.

According to the SCAR hypothesis

p(s = 1|x, y = 1) = p(s = 1|y = 1) (3)

Then
p(y = 1|x) = p(s = 1|x)/c (4)

Where c = p(s = 1|y = 1), we can prove as follows:

p(s = 1|x) = p(y = 1 ∧ s = 1|x)
= p(y = 1|x)p(s = 1|y = 1, x) (5)
= p(y = 1|x)p(s = 1|y = 1)

The value of the constant c = p(s = 1|y = 1) can be
estimated as c = 1

n

∑
x∈P g(x), where n is the cardinality of

P , g(x) = p(s = 1|x). We can prove as follows:

g(x) =p(s = 1|x)
=p(s = 1|x, y = 1)p(y = 1|x)
+ p(s = 1|x, y = 0)p(y = 0|x) (6)

=p(s = 1|x, y = 1) · 1 + 0 · 0 since x ∈ P

=p(s = 1|y = 1)



Then there is a p(y = 1|x) for each instance x. For
unlabeled samples, if p(y = 1|x) > h1, it is marked as
a positive sample. If p(y = 1|x) < h2, it is marked as a
reliable negative sample. When the number of positive samples
is very small, the accuracy of the PUAdapter will decrease. To
ensure the accuracy of the TEDM-PU when there are very few
positive examples, if h2 ≤ p(y = 1|xi) ≤ h1, the data cannot
be clearly classified. Thus, the data are marked as unreliable.
For positive samples, if p(y = 1|x) < h2, it is considered
to be a mislabeled sample. Thus it is marked as a negative
sample. The positive samples that have been labeled have a
higher degree of confidence, so the labels of the other positive
samples are unchanged. Apply positive and negative samples
training ANN to provide pseudo labels for unreliable samples.

3) Model training stage:
Through the above steps, each sample has a pseudo label,

which can be used to train the tax evasion detection model.
Using the source tax data and pseudo tags from the above
steps, LightGBM is applied to train the tax evasion detection
model.

C. The TEDM-PU Procedure

Algorithm 1 TEDM-PU

Input: positive data P ; unlabeled data U ; test data Z; threshold h1, h2.
1: Feature Extraction
2: caluculate c in eq.(6)

c = 1
n

∑
x∈P p(s = 1|x)

3: caluculate p(y = 1|x) in eq.(4)
p(y = 1|x) = p(s = 1|x)/c

4:Pseudo labeling

yi =


1, p(y = 1|xi) > h1, s = 0
−1, p(y = 1|xi) < h2, s = 0
ANN(xi), h2 ≤ p(y = 1|xi) ≤ h1, s = 0
1, p(y = 1|xi) ≥ h2, s = 1
−1, p(y = 1|xi) < h2, s = 1

5:Model training
f = LightGBM(X,Y )

Output: hypothesis of test data y

y =

{
1, f(x) ≥ 1

2
−1, f(x) < 1

2

The procedure of the TEDM-PU is given in Algorithm 1.
We apply the PUAdapter to calculate the probability value
p(y = 1|x) for each instance that belongs to the positive
sample. For unlabeled samples, if p(y = 1|x) > h1, it is
marked as a positive sample. If p(y = 1|x) < h2, it is
marked as a negative sample. If h2 ≤ p(y = 1|xi) ≤ h1,
it is marked as an unreliable sample. For positive samples,
if p(y = 1|x) < h2, it is considered to be a mislabeled
sample. Thus it is marked as a negative sample. The labels of
other positive samples remain unchanged. ANN is applied to
positive and negative samples for training to give pseudo labels
for unreliable samples. After the above steps, each sample
has a pseudo label. Applying LightGBM to train tax evasion
detection models using source data and pseudo labels.

V. PERFORMANCE EVALUATION
To evaluate the performance of the TEDM-PU, we first

introduce our experimental design. Then we investigate the

following research questions:
Question 1: Can our method achieves higher classification

accuracy than state-of-the-art approaches? For this, we com-
pared the classification accuracy in thirteen different scenarios
using both the proposed and state-of-the-art methods to prove
its effectiveness.

Question 2: Can our method be adapted to a small amount
of tax evaders and a large amount of unlabeled data? For this
purpose, we evaluate the TEDM-PU using a reduced number
of tax evaders and compare it with state-of-the-art methods.

Question 3: Can our method explain the detection results
and provide evidence of tax evasion? For this purpose, we
visualize result of our method to assess the interpretability of
the TEDM-PU.

A. Datasets and Metrics

There are no public standard tax audits. We obtained tax
data from tax authorities in China to verify our methods. We
collected tax information of 20,444 taxpayers in the industrial
categories of wholesale and retail. The taxpayers were divided
into tax evaders and those without any labels. Each taxpayer
has two categories of data: static data and dynamic data. Static
data indicates the inherent attributes of taxpayers, including
legal representative information (i.e., age, gender, and region),
company size, registered capital, and other company-related
indicators. The dynamic data comprises a series of trading
and declaration data with time-varying properties, such as
transaction amounts, transaction taxes, and billing days. For
convenience, we named the positive example as P and the
unlabeled sample as U . We selected different numbers of
positive samples for multiple sets of experiments, as shown
in Table II.

In Table II, |P | denotes the amount positive sample used
for training, |U | is the amount of unlabeled sample, and |Z|
is the size of the test set.

TABLE II
THIRTEEN EXPERIMENT SCENARIOS

Scenarios |P | |U | |Z|

E1 2000 12310 6134
E2 1800 12510 6134
E3 1600 12710 6134
E4 1400 12910 6134
E5 1200 13110 6134
E6 1000 13310 6134
E7 800 13510 6134
E8 600 13710 6134
E9 500 13810 6134
E10 400 13910 6134
E11 300 14010 6134
E12 200 14110 6134
E13 100 14210 6134

The metrics used in our experiments are shown in Table III.



TABLE III
THIRTEEN EXPERIMENT SCENARIOS

Term Abbr Definition

True Positive TP # of correctly classified tax evaders.
True Negative TN # of correctly classified non-tax evaders.
False Negative FN # of incorrectly classified non-tax evaders.
False Positive FP # of incorrectly classified tax evaders.
Error Rate ER (FN + FP)/(TP + TN+ FN+ FP)
Precision P TP/(TP + FP)
Recall R TP/(TP + FN)
F-measure F1 2PR/(P + R)
ROC Area AUC Area under ROC curve

B. Comparison Methods

To verify the performance of the TEDM-PU, we use ma-
chine learning and PU learning methods as the comparison
method in the experiments. Machine learning methods in-
clude RandomForest and SVM. PU learning methods include
Bagging SVM [39],Two-Step (NB-SVM) [40] and PUAdapter
[11]. Randomforest is an ensemble learning method for classi-
fication, regression and other tasks that operates by construct-
ing a multitude of decision trees at training time and outputting
the class that is the mode of the classes (classification) or
mean prediction (regression) of the individual trees. SVM is
a discriminative classifier formally defined by a separating
hyperplane. A two-step approach is a solution for PU learning
problem that consists of tow steps: (1) identifying a set
of reliable negative examples, and (2) building a classifier
iteratively. PUAdapter is a class prior incorporation positive-
unlabeled learning method. Bagging SVM is a solution for
PU learning problem based on bootstrap aggregating (bagging)
techniques: the algorithm iteratively trains many binary classi-
fiers to discriminate the known positive examples from random
subsamples of the unlabeled set and averages their predictions.

C. Experimental Results

1) Effectiveness of the TEDM-PU:
We evaluated the effectiveness of the different methods in

different scenarios using three metrics. The evaluation tables
are shown in Tables IV to VI.

Table IV shows the error rates of the different methods. For
all thirteen scenarios, the TEDM-PU performs better in terms
of error rate compared with the traditional machine learning
methods and PU learning methods. The error rates of the
TEDM-PU are on average 12.7% lower than other methods.

Table V shows the F1 scores of different methods. The
TEDM-PU achieves the best performance in all thirteen s-
cenarios. The F1 score of the TEDM-PU are greater than 0.9
in cases where the number of positive samples is greater than
200. Notably, PU learning methods and TEDM-PU maintain
excellent performance when the traditional machine learning
algorithm performs poorly as the amount of positive samples
decreases, which demonstrates the datasets that contains only
positive and unlabeled samples cannot be directly classified
by traditional machine learning methods.
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As shown in Table VI, the TEDM-PU outperforms other
methods and shows outstanding AUC scores, given that the
pseudo label acquisition and boosting classifier of the TEDM-
PU cause performance gains.

We focus on the ROC curves in E13 for different methods,
as shown in Figure 2. The TEDM-PU always outperforms
other methods and shows outstanding detection accuracy.

In conclusion, the TEDM-PU greatly improves the accuracy
of tax evasion identification according to various metrics.

2) Stability of the TEDM-PU:
Figure 3 shows the error rates of different methods with

different amounts of positive data. We maintained the total
amount of training data and gradually changed the size of
the positive data instance. The number of positive instances
gradually increased from 100 to 2000. TEDM-PU consistently
performs better than other methods. As the positive example
of the training set increases, the error rates of SVM and
RandomForest continue to decrease, because the problem is
similar to the simple two-category problem. In the simple



TABLE IV
ERROR RATES OF TAX EVASION DETECTION WITH DIFFERENT METHODS

Scenarios SVM RandomForest Bagging SVM NB-SVM PUAdapter TEDM-PU

E1 0.143 0.075 0.048 0.178 0.031 0.022
E2 0.155 0.105 0.052 0.177 0.035 0.029
E3 0.235 0.153 0.057 0.167 0.037 0.025
E4 0.285 0.205 0.059 0.172 0.049 0.025
E5 0.286 0.252 0.06 0.164 0.05 0.032
E6 0.286 0.275 0.066 0.172 0.064 0.036
E7 0.304 0.285 0.069 0.156 0.081 0.035
E8 0.308 0.311 0.071 0.15 0.096 0.045
E9 0.306 0.301 0.08 0.147 0.099 0.055
E10 0.299 0.303 0.081 0.149 0.104 0.053
E11 0.309 0.307 0.086 0.154 0.128 0.049
E12 0.293 0.315 0.103 0.161 0.159 0.057
E13 0.309 0.319 0.111 0.158 0.197 0.063

TABLE V
F1 SCORE OF TAX EVASION DETECTION WITH DIFFERENT METHODS

Scenarios SVM RandomForest Bagging SVM NB-SVM PUAdapter TEDM-PU

E1 0.715 0.866 0.919 0.774 0.946 0.963
E2 0.667 0.798 0.917 0.776 0.939 0.953
E3 0.395 0.675 0.908 0.784 0.936 0.958
E4 0.162 0.515 0.904 0.782 0.916 0.961
E5 0.112 0.314 0.899 0.787 0.913 0.947
E6 0.114 0.186 0.889 0.781 0.888 0.941
E7 0.043 0.106 0.889 0.796 0.852 0.943
E8 0.035 0.057 0.879 0.803 0.821 0.926
E9 0.032 0.032 0.862 0.804 0.812 0.915
E10 0.026 0.031 0.864 0.799 0.81 0.919
E11 0.013 0.013 0.855 0.796 0.752 0.917
E12 0.012 0.004 0.823 0.781 0.667 0.902
E13 0.004 0.004 0.823 0.769 0.582 0.891

TABLE VI
AUC SCORE OF TAX EVASION DETECTION WITH DIFFERENT METHODS

Scenarios SVM RandomForest Bagging SVM NB-SVM PUAdapter TEDM-PU

E1 0.964 0.932 0.982 0.98 0.991 0.996
E2 0.945 0.912 0.982 0.979 0.99 0.995
E3 0.933 0.9 0.976 0.972 0.988 0.994
E4 0.9 0.909 0.973 0.977 0.985 0.994
E5 0.895 0.889 0.977 0.978 0.983 0.995
E6 0.875 0.892 0.974 0.974 0.979 0.992
E7 0.866 0.886 0.974 0.976 0.975 0.993
E8 0.833 0.87 0.975 0.97 0.96 0.99
E9 0.826 0.867 0.968 0.97 0.958 0.984
E10 0.844 0.861 0.968 0.969 0.942 0.991
E11 0.828 0.852 0.966 0.97 0.92 0.989
E12 0.825 0.825 0.958 0.957 0.894 0.986
E13 0.801 0.785 0.942 0.944 0.88 0.983

two-category problem, as the positive example increases, the
traditional machine learning algorithm can be well classified.
When the positive example is gradually reduced, the error
rate of the PU learning method is significantly lower than
that of SVM and RandomForest. The TEDM-PU is better
than Bagging SVM, NB-SVM, and PUAdapter due to the
advantages of the pseudo label acquisition and boosting tech-
nique. The TEDM-PU can use unlabeled data for tax evasion
detection when there are very few positive examples in the
training data. Therefore, TEDM-PU has excellent performance
and stability in tax evasion detection with only positive and

unlabeled instances.
3) Interpretability of the TEDM-PU:
Most machine learning-based testing methods do not clearly

explain the tax evasion process when detecting tax evaders.
The TEDM-PU has the advantage of interpretability, thus it has
the ability to interpret the detection process. Figure 4 shows
a visualization of the training results of the TEDM-PU.

Figure 4 consists of two types nodes of different colors. The
blue node is an attribute node, indicating the feature name and
corresponding threshold for the node to be split. The red node
is a leaf node that will give a value to the sample for the next
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Fig. 4. Interpretability of the TEDM-PU

iteration. Positive values represent the suspicion of tax evasion,
while negative values indicate normal findings. We can obtain
the suspicious value of tax evasion by assessing the value of
the leaf node passed by the taxpayer. Therefore, if the TEDM-
PU detects tax evaders, we can determine which indicators
are abnormal. The TEDM-PU can tell which indicators are
abnormal using a tree structure. In addition, TEDM-PU can
highlight the link between various indicators. It is normal
to assess a single indicator, but problems can occur when
indicators are grouped together. In practice, the TEDM-PU
can help with tax evasion detection as a supplementary audit
tool.

D. Further discussion

1) Advantages:
Based on the above evaluation results, we summarize the

advantages of our approach below.
Practicality: The proposed approach benefits from the ad-

vantages of PU learning and a boosting classifier. The intent
of this hybrid solution is to solve the problem of training data
with only a small amount of tax evaders and a large number
of unlabeled tax evaders during tax evasion detection. The
performance test shows that our approach achieved the best
performance for all metrics.

Stability: The proposed method can be applied to detect tax
evasion with a small amount of tax evader and a large amount
of unlabeled taxpayer. Our performance evaluation different
amount of tax evader, and the results imply that our approach
can converge to the best performance with a small amount of
tax evader.

Accuracy: Based on our evaluation, the proposed approach
can achieve higher tax evasion detection accuracy than state-
of-the-art methods using different amount of tax evader. In

addition, our method converges to a low error rate quickly
with a small amount of tax evader.

Interpretability: The proposed approach is interpretable.
When a tax evader is detected based on some features of the
taxpayer, it can provide a detailed tax evasion detection trail,
which explains the reasons for tax evasion. Auditor can deduce
detailed information from the visualization of the model.

2) Disadvantages:
There are some disadvantages in our approach. We must

further improve the following aspects. First, we must collect
a small amount of tax evaders to construct the tax detection
model. Second, to improve the accuracy of the approach, we
adopted the pseudo labeling technique but it increases the
computation time.

VI. CONCLUSION

This paper proposed the TEDM-PU, a novel tax evasion de-
tection method. It integrates PU learning and an interpretable
classifier to train a tax detection model and induce inter-
pretability in the detection model. First, by combining feature-
based and class prior incorporation PU learning techniques, the
probability value for each instance that belongs to the positive
sample is calculated. Second, a pseudo tag is calculated for
each sample to augment the learning data . Finally, to offer a
clear explanation of tax evasion, LightGBM is adopted to build
an interpretable and accurate tax evasion detection model. The
TEDM-PU outperforms state-of-the-art methods with higher
accuracy. In addition, it provides a good explanation of tax
evasion behavior.

With regard to future studies, we will improve the design
and seek a new method to optimize the speed of the process.
Moreover, we aim to achieve unsupervised tax evasion detec-
tion in conjunction with tax expert knowledge.
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